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Dataset
-



Feature Scaling



Model X y

SVC previous 5 days prices Result

Logistic regression previous 5 days prices Result

SVR previous 5 days prices Transformed_Close

kNN regression previous 5 days prices Transformed_Close

Linear regression previous 5 days prices Transformed_Close

Decision Tree regression previous 5 days prices Transformed_Close

Methods



Classification for Binary
SVC and Logistic model are inappropriate:



Confusion Matrix - Logistic Regression
True Negatives False Positives

False Negatives True Positives

0 - Represents a 
negative % changes 
across the previous 

closing days

1 - Represents a 
positive % changes 
across the previous 

closing days

The logistic regression model may have a bias towards predicting one class more frequently, which can be 
due to the model's inherent biases, the way it's been trained, or the features it's using



Pairplot - 
Logistic 
Regression

● The features have a positive 
linear relationship with each 
other

● These features do not strongly 
distinguish between days with a 
positive and negative 
percentage change in stock price

● The distribution plots suggest 
that the transformed previous 
close values themselves do not 
differ drastically



Predicting df[‘Transformed_Close’]
Based on the prices from 

previous 5 days, using SVR



Predicting df[‘Transformed_Close’]
Based on the prices from 

previous 5 days, using Linear



Getting Rich?
A closer look at SVR…



OG Regression



Predicting df[‘Transformed_Close’]
Based on the price from previous 5 days, we can also use 
Decision Tree regression and kNN regression to predict closing 
price for today.

Decision Tree Regression: 0.9286

KNN: 0.9486



Model Comparison
Accuracy:

- Logistic Regression: 0.55
- Decision Tree Regression: 0.9286
- KNN: 0.9486
- SVR: 0.9637
- Linear Regression: 0.9639



  Q&A?



Feature Importance - Logistic Regression

● Bars above the zero line suggest that an 
increase in the corresponding feature’s 
value is associated with an increase in the 
probability of the target variable being 1.

● Bars below the zero line (negative values) 
suggest that an increase in the 
corresponding feature's value is associated 
with a decrease in the probability of the 
target variable being 1.


